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ABSTRACT

Nowadays, question answering systems are becoming in-
creasingly popular in the field of Natural Language Pro-
cessing. In this research, we present the workflow to build
a Multimodal Question Answering System that will help
someone complete a task. We’ve demonstrated our work on
the Meccanoid, a personal robot developed by Spin Master.
When the user encounters problems in the assembly of the
Meccanoid, they will ask our system, and our system will
provide the best guide as the solution for their problems. In
this paper, we propose a novel method that shows how to
construct a question answering system similar to a FAQ in the
task of the Meccanoid robot assembly, including the stages
of data collection, user intent definition, and classification.
Furthermore, we introduce a multimodal architecture for
solving the bottleneck which the traditional single-modality
system may encounter. The experimental results show that
the combination of visual and textual context enhances the
performance of intent classification work by 18%. The work-
flow presented should be able to generalize to other domains
depending on the requester’s demands, hopefully adapting to
the smart manufacturing field.

1. INTRODUCTION

While researchers have proposed many deep learning mod-
els for building dialogue systems, most of these models are
only focused on how to beat the state-of-the-art technologies
that are currently used for the public datasets and NLP tasks.
Not many of these papers address the difficulty of adaptation
while trying to account for large-scale training data, and that
is an issue as these predictive models are only as good as their
training with robust data allows them to be. We, however,
have addressed this issue and will be introducing the way in
which we collected data through a crowdsourcing platform:
the Amazon Mechanical Turk (MTurk).

Generally, FAQs are set up with prior experience running
the operation, and the content of an FAQ is normally written
in formal writing, not in normal prose. Thus, we wanted to
collect various ways in which our base FAQ problems could
be asked or presented. To do this, we placed all questions

from our FAQ into individual categories and assigned initial
user questions into such categories. After assigning initial
user questions, we would start training a classifier to ‘classify
user questions into the right categories.’

Object detection is another popular topic, and many pa-
pers have shown promising result. Some models have shown
good performance on real time object detection [1} 2] when
trained on large datasets, such as the Pascal VOC dataset [3]],
but they fail to reproduce the same result on small object. Oth-
ers proposed improved method [4} |5, |6] which used similar
concept to feature pyramid networks [7] to generate better
performance in small object detection. In our task, consid-
ering that our task needs to immediately respond to our user
once the model has fetched user questions, real time object
detection is desired. Therefore, we would prefer methods like
SSD or YOLO [8 [1].

In this paper, we will present our task called the Mecca-
noid Robot Assembly to showcase our methods for building a
lightweight task-oriented dialogue system that can generalize
to other instruction-giving tasks. The Meccanoid is shown in
FigurdI] Since the Meccanoid has plenty of components, to
reduce the complexity to a reasonable level in the pilot study,
we make the users assemble the Meccanoid themselves with-
out an instruction book but with sub-assembly of its main
components, that are all finished. However, during the fi-
nal assembly task, users would still encounter many problems
such as where to insert screws, and whether they were being
put in the correct hole or not. This is where our machine
testing came in. When the user has problems, they will speak
about the problem to the machine, and the machine will have a
chat with the user until the machine gets a description of what
is needed to provide the best known solution to the problem.
For more concrete illustrations, please check our demo here:
http://youtu.be/M55at1 PkY 14,

Besides doing knowledge transfer and building a QA sys-
tem itself, another point we wanted to focus on in this pa-
per is the issue of multimodality [9, [10] . We know that tra-
ditional systems can only process the information of single
modalities at a time, thus restricting its abilities to cope with
more complex environments. Hence, in our robot assembly
task, an user being unable to describe his or her situation in
a clear way could prove troublesome, as it is difficult for our
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Fig. 1. The nine main body parts of the Meccanoid robot

text-only model to do all classification work. Thus, we have
come up with a method to incorporate other modalities to sup-
port our system. With the help of the visual context, and we
know that visual features combined with language modeling
have shown good performance in several task like image cap-
tioning [[11} [12} 13} [14] and in question answering on images
[15L (16} 117]. Therefore, we hope to parse through user ques-
tions more precisely. Our Visual & Textual Sensitivity model
can classify user questions considering the result of object
recognition. Compared with the text-only model, this has en-
hanced performance by around 15%.

2. DATA COLLECTION

In this study, we need to construct a dialogue system to help
the novice to achieve a task: final Meccanoid robot assembly.
This task is to ask the novice to assemble the main compo-
nents of the Meccanoid robot, including head, neck, body,
legs, feet, and hands. In this section, we describe how we col-
lected our intent/question data in two steps: a pilot study and
user question collection.

2.1. Pre-Data Collection: Wizard-of-Oz Pilot Study

We start by carrying out a pilot study to investigate what kinds
of problems a user may encounter in our final assembly task
and to compile a core set of question intents. The study is
based on a Wizard-of-Oz experiment that simulates our ma-
chine help agent while subjects carry out the robot assembly
task. For subjects, we recruit people without any experience
in assembling robots. However, as our agent does not yet exist
at this stage, we have a team member with expertise in robot
assembly help the subject with the task. To simulate human-
machine interaction, our team member remains in a different
room and can only communicate with the subject via Skype

voice chat. At the start of the experiment, the assistant intro-
duces our final assembly task and encourages the subject to
ask questions if they encounter any problems. During the as-
sembly process, the human assistant remains on call to answer
any questions that come up.

For the experiment setup, we provide a laptop with which
the subject can communicate with the agent, and we film the
assembly area from two perspectives in full-HD/30fps. In or-
der to ensure high-quality voice data, we set up an extra 2-
channel/48kHz microphone to record the subject.

On average, each subject took 40 to 50 minutes to finish
the task. We collected data from 15 subjects in total. Two
QA examples between the assistant and subject are listed as
follows.

e Example 1:

— Q : Which direction do the screws have to go in?
Doesn’t matter?

— A : (Show picture) You can check this and direc-
tion is from top to bottom.

e Example 2:

— Q : There are two holes I can plug screw S2 and
is it ok to put either side of them?

— A :(Show picture) You only have to pick one hole
to put S2 in.

After the pilot study experiments are complete, we must sort
through the data. Watching the assembly videos, we tran-
scribe all user questions and determine which overlap and
which are unique. According to our observations, user ques-
tions can be clustered into 21 scenarios. For each scenario,
we pick the most representative question and then add it to
our core list of question intents.

2.2. User Question Collection

To train our conversational model, we must collect data.
However, the cost of collecting directly from the workbench
is too high. Therefore, we designed a Human Intelligence
Task (HIT) to collect other alternative questions for each core
question intent on Amazon Mechanical Turk (MTurk).

We created our MTurk HIT for the Meccanoid robot as-
sembly task using HTML and JavaScript with our own tem-
plate. Based on the pilot study results, we have 21 core ques-
tion intents. The goal of our HIT is to generate 100 different
oral variations of each question, for a total of 2100 questions.

We first introduce the final assembly task in a short para-
graph. For each question intent scenario, we provide the
turker a video that demonstrates the scenario in which the as-
sembly problem was presented and provide sample questions
collected during the pilot study for reference. The turker
must submit a new variation for each core question intent
(scenario), for a total of 21 sentences per HIT.



Table 1. Question Intent Dataset Statistics

Attributes Statistics
# of Turkers 180

# of scenarios 21

# of collected questions 3769
# Average work time per worker(min) 17
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Fig. 2. Our Multimodal Architecture

To prevent turkers from copying the example questions di-
rectly, they must click the check button before submitting. If
the similarity of a submitted question to any of the examples
or previously submitted questions exceeds 80%, the submit-
ted question is rejected. We use cosine similarity because it is
easy to implement and fast. All 21 questions must be filled in
with original variations, or the HIT cannot be submitted. For
each 21-sentence HIT, we pay the worker $3.75.

After removing incorrect sentences, we collected a total of
3,769 user questions. Table 1 summarizes the basic statistics
of our question intent dataset.

3. MODEL

Figure [2| shows our multimodal architecture, we call it the
Visual & Textual Sensitive Intent Classifier. When the user
asks a question, the question utterance is converted to text by
the Google automatic speech recognition (ASR) service and
then transformed in to a representation vector by BERT [18]],
which is one of the state-of-the-art language model.

At the same time, the video clip is processed by our vi-
sual state discriminative model (V-SDM) to generate an ob-
ject vector indicating which parts are currently held by the
user.

Then, the sentence representation vector and the object
vector are concatenated to form a vector. This vector is then
fed into an MLP classifier to determine its intent. In the fol-
lowing section, we will introduce the details of our V-SDM
model.

3.1. Visual State Discriminative Model

The visual stage discriminative model (V-SDM) is an end-to-
end model that analyzes a video clip of the robot assembly

process and outputs an object vector indicating which com-
ponents were detected.

For each input frame, the model generates bounding
boxes at three different scales by the Yolo v3 network [19],
which is a deep convolutional neural network. Each box
is assigned with probabilities of all possible nine objects.
Therefore, the object with the highest probability is the pre-
dicted object for that box and we denote the probability as
the box’s max probability. Boxes with max probability lower
than a threshold will be discarded. The probability vectors of
all selected boxes are treated as the input of the last softmax
layer to generate the probability vector for this frame.

Then, the model accumulates the probability vectors of
all the frames in this clip as the input to generate the video’s
probability vector. For each dimension of the probability vec-
tor, if the value is above the threshold, then the same dimen-
sion of the object vector is set to 1, otherwise, the value is set
to 0.

3.2. Visual Training Data Collection

We use the Workbench to collect visual data. For the training
data of object recognition model: we shoot pictures of ev-
ery angles of all robot components. This is a widely adopted
technique called data augmentation. For each object o, when
moving o, the others are fixed. 8 videos in different directions
are recorded. In total, 72 video clips were recorded, each con-
tains 200 to 250 frames.

4. EXPERIMENTS

4.1. Test Set Compilation

For each of the 21 question intent cores, we have video
recordings of the user asking the question. We then select
798 question variations as the test set. For each question in
the test set, we randomly select 200 250 frames from the
video of its core question intent as the question’s correspond-
ing video. Table [2] shows three data instances from our test
set.

4.2. Evaluation Metrics

In addition to accuracy, we also use mean reciprocal rank
(MRR) as another metric. Reciprocal rank (RR) is used to
evaluate the system’s ability to output a list of instances given
a query. MRR is the extension of RR for a set of queries. It is
defined as:

Q]

1 1
MRR=—» —— (1)
|Q| ; rank;

where @ is the set of queries; i is a query, rank; is the first
correct answer’s rank for query ¢. This metric is useful for
gaining a general understanding of how accurately the system
ranks the correct answer.



Table 2. Example data instances in our test set

user Which way do I put Dose it matter which direction Does it matter which way
question the screws for locking it? the neck faces? I snap the arm into the lock?
formal Is there a right direction ~ Does the neck have front side Should I embed it?
question to lock the screws? or back side?
class 12
video
fraction

Table 3. Performance of text-only and text+visual intent clas-
sification

Accuracy MRR

Baseline MLP 0.61 0.74
MLP+BERT 0.70 0.79
Visual+MLP(W2V) 0.85 0.91
Visual+MLP(BERT) 0.88 0.93

4.3. Results

We compare text-only and text+visual classifiers. For the
baseline text-only system, we use the MLP classifier with a
pre-trained Word2Vec model. Then, we replace Word2Vec
with BERT, which dramatically increases accuracy and MRR
by 9% and 0.05, respectively.

To create the text+visual system, we concatenate the ob-
ject vector generated by the V-SDM model with the embed-
ding vector generated based on text. Comparing the results,
we find that the visual information boosts the performance of
the text-only models. For the MLP+Word2Vec model, it in-
creases the accuracy and MRR by 24% and 0.17, respectively.
For the MLP+BERT model, it achieves an accuracy of 88%
and an MRR of 0.93, outperforming the text-only baseline by
27% and 0.19 in terms of accuracy and MRR.

4.4. Error Analysis and Discussion

The classification errors are listed in the confusion matrix
(Figure [3) below. Comparing the text-only with visual+text
classifiers, we can see that the visual+text classifier greatly
improves classification performance. Take intent 4 (circled in
green) for example. The assembly intent of intent 4 is screw
direction. In the text-only confusion matrix, intent 4 is in-
correctly classified 7 times as intent 6, whose assembly in-
tent is also screw direction. This verify the assumption we
proposed in previous section again: The scenarios sharing the
same assembly intent make classifier fail to discriminate them
if only through textual context. While we incorporate the vi-
sual context as another feature for classification, the situation
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Fig. 3. Analysis: Confusion Matrix

becomes obvious. We can check the example of class 4 and
class 6 again. In fact, the user is assembling feet & body in
class 4 and neck & body in class 6. The information of object
vector (visual context) indicates the user state clearly. Even if
the user question is ambiguous, our V+T model can still make
the right decision.

5. CONCLUSION

In this paper, our contribution has three folds. First, we
demonstrate how to develop a helper bot from the scratch.
We first conducted a pilot study based on the Wizard-of-Oz
approach to collect FAQs. These FAQs were then clustered
into core intents. Then, based on these FAQs, we design
human intelligence tasks on the Amazon Mechanical Turk
platform to create more variants for each core intent. These
data are used to generate textual-based features. Secondly, we
design a multimodal intent classifier combining the text and
visual modalities. Finally, we design procedures to collect
visual training data and the multimodal test data. Exper-
imental results show that our V+T modal outperforms the
state-of-the-art Text-only model by 18% and 0.14 in terms of
accuracy and MRR, respectively. From the detailed analysis
we found that the V+T model really mitigates the errors of
the text-only model.
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